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The Problem with the Triplet Loss
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For a triplet, the triplet loss uses 2 relations: 1 between the 
anchor and the positive, and one between the anchor and the 

negative.



The Problem with the Triplet Loss
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For a mini batch consisting of N triplets, the number of relations 
that triplet loss uses is 2N/3.
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The Problem with the Triplet Loss
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What if we could take advantage of all N2 (or in case of 
symmetry N(N-1)/2) relations between the samples in the 

minibatch?
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Two ways of doing so

1) Proxy losses.

2) Information propagation losses.

Possible to combine them.



Proxy losses



But before that a classification loss

Qian et al., SoftTriple Loss: Deep Metric 
Learning Without Triplet Sampling, ICCV 
2019

https://openaccess.thecvf.com/content_ICCV_2019/papers/Qian_SoftTriple_Loss_Deep_Metric_Learning_Without_Triplet_Sampling_ICCV_2019_paper.pdf
https://openaccess.thecvf.com/content_ICCV_2019/papers/Qian_SoftTriple_Loss_Deep_Metric_Learning_Without_Triplet_Sampling_ICCV_2019_paper.pdf


But before that a classification loss

Qian et al., SoftTriple Loss: Deep Metric 
Learning Without Triplet Sampling, ICCV 
2019

https://openaccess.thecvf.com/content_ICCV_2019/papers/Qian_SoftTriple_Loss_Deep_Metric_Learning_Without_Triplet_Sampling_ICCV_2019_paper.pdf
https://openaccess.thecvf.com/content_ICCV_2019/papers/Qian_SoftTriple_Loss_Deep_Metric_Learning_Without_Triplet_Sampling_ICCV_2019_paper.pdf


The need for proxies



Proxy-NCA

Movshovitz-Attias et al., No Fuss Distance Metric Learning using Proxies, ICCV 2017

Y is the positive proxy, 
Z is the set of proxies.

https://openaccess.thecvf.com/content_ICCV_2017/papers/Movshovitz-Attias_No_Fuss_Distance_ICCV_2017_paper.pdf


Results and convergence speed



Using proxies as anchors

In Proxy-NCA, the 
anchors is a data point, 
while positive and 
negative samples are 
proxies.

In Proxy-Anchor, the 
anchor is a proxy, while 
positive and negative 
samples are data 
points..

Kim et al., Proxy Anchor Loss for Deep Metric Learning, CVPR 2020

https://openaccess.thecvf.com/content_CVPR_2020/papers/Kim_Proxy_Anchor_Loss_for_Deep_Metric_Learning_CVPR_2020_paper.pdf


Roughly the same loss as Proxy-NCA



Fast convergence



Fast convergence



Results



Combining proxies with label propagation

Zhu et al., Fewer is More: A Deep Graph Metric Learning Perspective Using Fewer Proxies, NeurIPS 2020

https://arxiv.org/abs/2010.13636


Key is the label propagation



Results



Information propagation losses



The Group Loss

The goal of the loss function is to refine the soft-labels predicted by a neural network, using an 
iterative procedure based on the similarity between the images in the minibatch. 

Elezi et al., The Group Loss for Deep Metric Learning, ECCV 2020

https://www.ecva.net/papers/eccv_2020/papers_ECCV/papers/123520273.pdf


The Group Loss - 1) Initialization

1) The local information is represented as a probability matrix given by the 
softmax layer of the neural network. Some of the entries (called anchors) 
are set to one-hot labeling in order to propagate noiseless information. 
These entries do not contribute to the loss function, instead they guide 
the remaining samples towards their correct labeling.

2) A measure of similarity is computed between all pairs of embeddings in 
the minibatch to generate a similarity matrix. We compute the similarity 
between embeddings i and j using Pearson’s correlation:



The Group Loss - 2) Refinement - toy example

B and C are much 
more similar than A 
and B, or A and C, 
so the entry is set 
to a much higher 
value. 

Maybe the net is 
untrained and so 
the probabilities are 
initialized to an 
uniform distribution.



The Group Loss - 2) Refinement - Replicator Dynamics

Iterate t + 1
times

Normalize in order to 
stay in the standard 

simplex

Lambda is the class

Propagate 
information



The Group Loss - 2) Refinement - Replicator Dynamics

Iterate t + 1
times

Normalize in order to 
stay in the standard 

simplex

Lambda is the class

From the similarity 
matrix

This measures the support 
that the current mini-batch 

gives to image i belonging to 
class lambda

Propagate 
information



The Group Loss - 3) Loss Function

1) Compute cross-entropy over the refined probabilities.

2) Backpropagate over the entire net.

- Group Loss has no parameters to learn, but it propagates 
the gradients over the network.

- This is very different to softmax cross-entropy loss.



The Group Loss - Algorithm



Results



Results - Ensembles



Results - Robustness Analysis

Proxy NCA
One epoch takes 14% less time in CUB, and 8% less time in CARS



Less overfitting and implicit regularization?



But this is Deep Learning

And we want to learn as much as possible!



Message Passing Framework

Seidenschwarz et al., Learning intra-batch connections for Deep Metric Learning, ICML 2021

https://arxiv.org/abs/2102.07753


Message Passing Framework



Results



The effect of MPN



Regularization effect



More results



More results



Thank you!

- Thanks for attending and sorry for the talk being virtual.
- Many other metric learning methods could not have been 

covered because of the timing.
- Some of the losses presented here could be massively 

improved by adding a few simple tricks (Group Loss -> 
Group Loss ++, Proxy NCA -> Proxy NCA ++), will be covered 
by Jenny in the next talk.


